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ABSTRACT: Stage structures of populations can have a profound influence on their dynamics. However, not much is known about the transient dynamics that follow a disturbance in such systems. Here we combined chemostat experiments with dynamical modeling to study the response of the phytoplankton species Chlorella vulgaris to perturbations. From an initially stable steady state, we altered either the concentration or dilution rate of a growth-limiting resource. This disturbance induced a complex transient response—characterized by the possible onset of oscillations—before population numbers relaxed to a new steady state. Thus, cell numbers could initially change in the opposite direction of the long-term change. We present quantitative indexes to characterize the transients and to show that the dynamic response is dependent on the degree of synchronization among life stages, which itself depends on the state of the population before perturbation. That is, we show how identical future steady states can be approached via different transients depending on the initial population structure. Our experimental results are supported by a size-structured model that accounts for interplay between cell-cycle and population-level processes and that includes resource-dependent variability in cell size. Our results should be relevant to other populations with a stage structure including organisms of higher order.
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Introduction

The dynamics of populations and communities are determined by the interplay between their internal structure and external conditions. While the study of environmental influences on long-term attracting states has a long history in ecology, determining the transient response of a population to changes in environmental conditions remains a central challenge (Haddad et al. 2002; Coulson et al. 2004; Cattadori et al. 2005; Jenouvrier et al. 2005; Mander et al. 2008). Transient dynamics can be defined as “behavior that is different from the long-term behavior” (Hastings 2004). It reflects a dynamic transition between two population-dynamical steady states induced by a change in or perturbation of environmental conditions. The resulting transients can be highly complex, may vary on different temporal scales, and are frequently observed in natural time series (Bierzychudek 1999; Clutton-Brock and Coulson 2002; Coulson et al. 2004).

Complex transient dynamics is of particular importance in stage-structured populations because different developmental stages may interact differently with the environment. Therefore, an organism’s life cycle, including all stages of ontogenetic development, directly determines the dynamic response of a population to a perturbation (e.g., a sequoia is likely to respond on a broader timescale than a mayfly would). By influencing the biology and life cycle of individual organisms, environmental changes affect the dynamics of entire populations (Walters et al. 2002; Parmesan and Yohe 2003). Predicting the response of a stage-structured population to environmental changes requires an understanding of the mechanisms by which the different developmental stages are influenced. The number of such mechanisms increases significantly when stage-dependent interactions are relevant and when they may either stabilize or destabilize population dynamics (Tuljapurkar and Caswell 1997; Caswell 2000; Radchuk et al. 2012).

One remarkable phenomenon of structured populations is the occurrence of oscillations (Kendall et al. 1999; Caswell 2000; Mueller and Joshi 2000). Oscillations in pop-
ulation numbers are often caused by multispecies interactions (e.g., predator-prey or host-parasite relations), but they can also occur in single-species systems due to inherent demographic properties. At steady state, a population has a characteristic stage distribution reflecting adjustment to the prevailing environmental conditions influencing the single stages, for example, the proportion of juveniles whose survival is temperature dependent. If this distribution is perturbed, a cohort of individuals that have shared a particular experience during a particular life stage is formed. Generally, this is tantamount to the synchronization of a population: the higher the degree of synchronization, the higher the contribution of the cohort to the whole population. If the vast majority of individuals grows, reproduces, and dies at the same time, a population starts to oscillate.

The occurrence of complex dynamic behavior resulting from stage structure has most impressively been demonstrated in populations of flour beetles (*Tribolium* sp.; Costantino et al. 1995; Henson et al. 1998; Dennis et al. 2001). These holometabolous insects have well-defined and morphologically distinguishable life stages (egg, larva, pupa, and imago) with distinct characteristics that certainly structure a population. On the contrary, the developmental stages of a vast number of species cannot be clearly associated with distinct morphological shapes but rather appear as phases that differ only in physiology or behavior. This type of population structure is exhibited by even simple, unicellular microorganisms (Balagaddé et al. 2005; Hatzis and Porro 2006; Cipollina et al. 2007; Massie et al. 2010) and arises from physiologically distinct phases within the cell cycle (Vaulot et al. 1987; Arino and Kimmel 1993; Pascual and Caswell 1997).

A typical example of a unicellular microorganism with this type of structure is the phytoplankton species *Chlorella vulgaris*, which possesses a eukaryotic cell cycle with four physiologically distinct stages (the G₁, S, G₂, and M phases). The life cycle of a newly released daughter cell begins in the G₁ phase. When a critical amount of essential nutrients and biochemical compounds such as proteins have been accumulated, the cell enters the next stage (Morgan 2007; Humphrey and Brooks 2010). In this S phase, DNA is synthesized and replicated. In the following G₂ phase, the cell arranges everything to allow for cell division in the M phase. In this last phase, the cell enters mitosis and finally releases daughter cells (typically, four). The cell cycle is controlled by the internal concentration of essential nutrients. A lack of nitrogen in the G₁ phase stops the transition into the S phase (Gould et al. 1981; Olson and Chisholm 1986; Olson et al. 1986; Vaulot et al. 1987) and prevents a cell from starting DNA synthesis, which otherwise would not be successful. That is, cell progression inside the G₁ phase is nitrogen dependent, while the progression velocity for all other stages is nitrogen independent. Hence, nitrogen-sensitive development in the G₁ phase of the cell cycle is a simple but effective mechanism generating a dynamic population structure based on the availability of nitrogen in the surrounding medium. This makes *C. vulgaris* an interesting and easily culturable model organism for studying the interplay between population dynamics and external conditions.

In this study, we combined laboratory experiments with mathematical modeling to investigate both the demographic and dynamical responses of the physiologically structured algal population *C. vulgaris* to permanent changes in its environmental conditions. We imposed press perturbations by altering either the dilution rate, δ, or the supply concentration of the growth-limiting resource, N. In this way, we directly changed the environmental conditions to observe the impacts on population dynamics. This distinguishes our study from many others in which the population structure was directly manipulated via "selective harvesting," that is, by reducing the number of individuals belonging to a specific developmental stage (Costantino et al. 1995; Benton et al. 2004; Cameron and Benton 2004). In a previous study, Massie et al. (2010) synchronized *C. vulgaris* populations in a chemostat by turning off the dilution process for several days. Once synchronized by this pulse perturbation, the populations exhibited cyclic behavior, with periods defined by generation time. However, such a harsh "off-on" manipulation is rather uncommon in natural systems. In contrast, here we applied press perturbations of δ that lasted throughout our experiments. We expected the transient dynamics to be dependent on the direction of the change as well as the intensity and absolute values of δ before and after the perturbation. We applied environmental perturbations by (1) doubling the concentration of the limiting resource in the supply medium N, and (2) increasing or decreasing δ. A doubling of N allowed us to investigate the dynamic behavior that results from an ameliorated resource availability, for example, resource enrichment or eutrophication in aquatic systems due to global change (Quayle et al. 2002; Jeppesen et al. 2007). Since the amounts of resources entering the system per unit time and algal mortality are interdependent, varying δ imposed changes on the system’s turnover rate. Thus, we were able to address the effects of permanently altering resource limitation on population dynamics.

We obtained estimates of population abundance every 5 min. This unusually frequent sampling of time series helped to identify dynamics unlikely to be detected by 12- or 24-h sampling intervals. Particle counter measurements of size distributions as well as data on cell number P, total population biovolume $V_B$, and mean cell volume $V_C$ were taken every 4–8 h. These size-distribution measurements...
allowed us to track cell-size variability according to developmental stages, from small daughter cells to large mother cells.

Interpretation of our experimental results is supported by a mathematical model based on a stage-structured model developed by Massie et al. (2010). That model divides the life cycle of phytoplankton cells into two stages: a first stage (the G1 phase), where progression through the cell cycle is nitrogen dependent, and a second stage (composed of the S, G2, and M phases), where it is not. This leads to the onset of synchronization of the two life stages due to nitrogen limitation and is reflected by the emergence of sustained oscillations in cell density and population structure (Massie et al. 2010). To realistically describe the transient dynamics, we extended this model with an additional mechanism that captures plastic adaptations of the cell cycle to varying nitrogen concentrations such that the size of a cell varies not only within the developmental stages but also in response to the availability of nitrogen. That is, we assume that the nitrogen concentration has an influence on the duration of the G1 phase, allowing the algal cells to grow larger at high nitrogen concentrations (Caperon and Meyer 1972; Rhee 1978).

This model extension accounts for the fact that under nonlimiting conditions, cells in the G1 phase can take up surplus nitrogen (in excess of the minimum requirements for reproduction) to synthesize higher amounts of cell compounds like amino acids or proteins (Rhee 1978; Dortch et al. 1984). Hence, the cells grow larger compared to cells under strongly limiting concentrations. Our numerical simulations reveal that the combination of both mechanisms, namely synchronization due to nitrogen limitation and nitrogen-related cell-size variability, can provoke highly complex population-level responses to changes in environmental parameters.

Our study shows that microbial populations may exhibit complex transient dynamics in response to press perturbations of the environment that are directly assigned to the structure of a population. In particular, we found that this complex transient response was characterized by the possible onset of oscillations before the population numbers relaxed to a new steady state. Thus, we observed a counterintuitive behavior in which cell numbers initially changed in the opposite direction of the long-term change. In particular, a sudden increase in nitrogen resulted in a transient decrease in cell numbers. Furthermore, the response depended on both the way in which the environmental parameters changed and the population’s initial stage structure. That is, identical future steady states were approached via different transients depending on the initial population structure. To characterize the transients, we present several quantitative indexes that measure their return rate to equilibrium, duration, amplitude, and reactivity. The experimental data agree with predictions obtained from our mathematical model, suggesting that we have identified the critical mechanisms and processes leading to the observed dynamics.

Methods
Chemostat Setup
We established monoclonal batch cultures of the green algae *Chlorella vulgaris* (Chlorococcales) and kept them in a climate chamber at 23.3°C ± 0.4°C under a constant fluorescent illumination of 110 μE · m⁻² · s⁻¹ (to prevent synchronization by light-dark cycles). The batch cultures served as stock cultures for the chemostat experiments. Nitrogen concentrations were adjusted to be nonlimiting or only weakly limiting. We used a sterile, modified WC Woods Hole medium following Guillard and Lorenzen (1972; pH = 6.8). The nitrogen concentration of the supply medium $N_s$ was set to 80 μmol · L⁻¹, low enough to limit algal growth. The medium contained trace metals, vitamins, and other nutrients in nonlimiting concentrations. For stock cultures, we used medium containing 320 μmol nitrogen per liter. We used 1.5-L glass chemostat vessels and adjusted the culture volume to approximately 800 mL. To provide homogeneous mixing and to prevent CO₂ limitation, algal cultures were bubbled with sterile air.

We measured cell number $P$, total population biovolume $V_p$, and mean cell volume $V_C$ using a CASY (Innovatis) particle counter. Light-extinction measures serve as an accurate proxy for $V_p$ (Massie et al. 2010). Following Walz et al. (1997), we measured light extinction as light transmittance (wavelength $\lambda = 880$ nm) through a sterile syringe that pulled out and pushed back 10 mL of chemostat content every 5 min. This quasi-continuous, noninvasive method provided the high temporal resolution necessary to analyze population dynamics in detail. Algal growth on the wall of the syringe was prevented due to the bidirectional movement of the syringe plunger. The measurement devices were connected to a computer that automatically stored the data.

Experimental Design
To test for the responses of populations to changing environmental conditions, we imposed press perturbations by separately altering the two fundamental parameters defining a chemostat system: (1) the resource influx into the system, represented by the nitrogen concentration of the supply medium $N_s$, and (2) the system’s turnover rate, represented by its dilution rate $\delta$.

1. The system’s resource influx was increased by doubling $N_s$ from 80 to 160 μmol · L⁻¹, while $\delta$ was kept con-
Figure 1: Schematic illustration of transient response indexes showing a typical time course of measured cell numbers $P(t)$ following a press perturbation. Data for cell numbers (circles) were taken from trial 3 ($d = 0.82$ day$^{-1}$); the vertical gray line at $t = 30.8$ days indicates the time instance of the disturbance when $N_i$ was changed from 80 to 160 μmol·L$^{-1}$. The response of the population is characterized by two dynamic phases: an initial separation from the steady state $P_{\text{fin}}$, followed by a relaxation to a new equilibrium $P_{\text{fin}}$. The solid black line indicates a least squares fit of the exponential function $e^{Rt}$ to the initial population response. This defines the reactivity $R$ as the per capita changing rate immediately following the perturbation. Here $R$ is negative because the cell numbers initially decay in response to the perturbation. The second phase of the transient is characterized by the return rate to the new equilibrium $l$, which is obtained by an exponential fit $e^{-lt}$ to the deviation (dashed black line). See online appendix A for a more detailed explanation.

Transient Response Indexes

Following Neubert and Caswell (1997), we used quantitative indexes to characterize the transient response to a disturbance (see fig. 1 and app. A; apps. A and B available online). The transient constitutes a change in population numbers from an initial steady state $P_{\text{init}}$ to a final state $P_{\text{fin}}$, and can be typically distinguished into two phases. The first phase corresponds to the direct population response immediately following the perturbation. During this phase, cell numbers change approximately exponentially in time, which is described by the reactivity $R$, or the per capita rate of change following the perturbation (obtained by a least squares fit of the measured time series to an exponential function). Note that this first response can be diametrically opposite to the final change in the population density, giving rise to a maximal deviation $D_{\text{max}}$ of population numbers from the initial state at some intermediate time interval $D_{\text{max}}$ after the perturbation. The second phase of the transient describes the relaxation of the population to the new steady state. This phase can be characterized by the return rate to equilibrium $\lambda$ as the rate constant at 0.48 day$^{-1}$ (trial 1) and 0.82 day$^{-1}$ (trial 2), respectively. This is qualitatively different from applying a single temporary addition of nutrients. Here the medium dripped into the chemostat vessel according to the value of $d$. That is, the surplus of nitrogen entered the system not at once but gradually over time. With our setup, we addressed the response of natural populations to resource enrichment, such as eutrophication.

2. The system’s turnover was altered by manipulating $d$ from 0.21 to 0.51 day$^{-1}$ (trial 3), from 0.50 to 0.79 day$^{-1}$ (trial 4), and from 0.82 to 0.51 day$^{-1}$ (trial 5). Populations experienced a higher mortality when $d$ was increased. Additionally, increasing $d$ led to an ameliorated per capita nutrient availability, both directly, as the inflow of nutrient-containing medium per unit time was higher, and indirectly, as increasing washout reduced cell density, giving a single cell comparably more nutrients to grow on. As a result, cells remaining inside the chemostat vessel experienced better growth conditions, and the growth rate of the population increased, too, since $r = d$ at steady state. The opposite held for a reduction of $d$.

Each time we started a chemostat experiment, we first inoculated $C$. vulgaris at very low densities (25,000–50,000 cells·mL$^{-1}$) and let the cultures grow until they reached steady state or were comparatively close to it. Prior to each perturbation, the chemostat populations were kept at this state for at least 5 days to ensure that all population-characterizing variables ($P, V_B, V_C$, and size distributions) showed no or only minor fluctuations.
of exponential decay toward the new equilibrium. To standardize these measures, we use the relative numbers $\Delta P_{\text{max}} / P_{\text{max}}$ and $\Delta P_{\text{fin}} / P_{\text{fin}}$ to quantify the transient and final amplitudes of the dynamic response, respectively.

**Model Description and Parameter Fitting**

We used numerical modeling to support our experimental findings and to explain the interplay between cell growth, stage structure, and population dynamics. The model is an extension of the size- and stage-structured chemostat model recently presented by Massie et al. (2010). In the model, the age of a cell is described by the phase variable $\theta$, which can be interpreted as the cell’s development index, or its position along the cell cycle. For each cell, $\theta$ advances according to its maturation velocity $g(N, \theta)$, with $N$ being the nutrient concentration of the surrounding medium. Thereby, the cell cycle is subdivided into two basic stages: the $G_1$ phase $[\theta_0, \theta_1]$, in which $g(N)$ is nitrogen dependent, and the rest of the cycle (comprising the $S$, $G_2$, and $M$ phases), in which $g$ is constant,

$$g = g(\theta, N) = \begin{cases} \frac{\omega}{N K_N + N^2} & \text{if } \theta \in [\theta_0, \theta_1] \\ \omega, & \text{otherwise.} \end{cases}$$

(1)

Here $K_N$ is the half-saturation constant, and $\omega$ is the maximal maturation velocity. Within the $G_1$ interval, aging depends on the nitrogen concentration in a Monod-wise function; it becomes zero when the nitrogen concentration is exploited ($N = 0$), which ultimately causes the cells to cease developmental progression.

The new aspect of our model is that it allows the length of the $G_1$ phase to vary with the nutrient level. At high nutrient concentrations, the length of this phase increases, causing the cells to take up surplus nitrogen and to grow larger in size (see schematic representation in app. B). Thereby, the length of the $G_1$ phase is modeled as an exponentially saturating function of the nitrogen concentration (with rate constant $\alpha_0$),

$$\theta_1(N) = \theta_{\text{min}} + \Delta \theta (1 - e^{-\alpha_0 N}).$$

(2)

Thus, when nitrogen is depleted, the $G_1$ phase has a minimal length of $\theta_{\text{min}} - \theta_0$, and the nutrient-independent part of the cell cycle begins at $\theta_0$. In the limit of infinite nitrogen concentrations, however, the $G_1$ phase is elongated until the phase value $\theta_{\text{max}} = \theta_{\text{min}} + \Delta \theta$. Since progression in the rest of the cell cycle is nitrogen independent, the length of subsequent segments can be presented by a single parameter, $\Delta \theta_0$, and the phase of cell division is $\theta_{\text{div}} = \theta_1(N) + \Delta \theta_0$.

If the cell density at phase $\theta$ and time $t$ is denoted as $p(\theta, t)$, its dynamics can be shown in terms of a reaction-diffusion-advection equation,

$$\frac{\partial p}{\partial t} + \frac{\partial}{\partial \theta} [gp] = \frac{\partial}{\partial \theta} D(g) \frac{\partial p}{\partial \theta} - \delta p,$$

(3)

where the last term takes into account the losses by the chemostat system with dilution rate $\delta$ and the diffusion term $D > 0$ derives from stochastic perturbations (Strogatz 2000; Acebron et al. 2005). The diffusion coefficient $D$ is assumed to scale proportionally to the square of the maturation velocity $D(g) = \chi g^2$. This quadratic dependence ensures that sharp peaks in the density distribution do not decay when the maturation velocity is zero. In the usual parameterization, however, our model results are not affected by the choice of the diffusion term. To specify the boundary condition, we require that all cells at phase values of $\theta_{\text{div}}$ and larger divide into $n$ daughter cells with zero phase

$$p(0) = n \int_{\theta_{\text{div}}}^\infty p(\theta) d\theta.$$

(4)

Phase values larger than $\theta_{\text{div}}$ might occur when the nitrogen concentration decreases from one time step to the next, allowing $\theta_{\text{div}}$ to decrease below the phase values of some cells. These cells are forced to divide along with all other cells that have reached $\theta_{\text{div}}$.

Finally, the model is complemented with a dynamic equation for the nitrogen concentration. We assume that nitrogen uptake occurs only during the $G_1$ phase, because only here is cell development nitrogen dependent:

$$\dot{N} = \delta (N_i - N) - v_{\text{max}} \frac{N}{K_N + N} \tilde{P}$$

(5)

with $\tilde{P} = \int_{\theta_{\text{div}}}^{\theta(n)} p(\theta, t) d\theta$,

where $N_i$ is the nitrogen supply concentration, $v_{\text{max}}$ is the maximal nitrogen uptake rate, and $\tilde{P}$ denotes the time-dependent number of cells that are regulated by nitrogen. The total number of phytoplankton cells is given by $P = \int_0^{\theta_{\text{div}}} p(\theta, t) d\theta$.

To match the model results to the experimental data, the phase variables must be rescaled to volumes. We assume that the cell volume $V_c(t)$ increases linearly with $\theta(t)$,

$$V_c(t) = V_c(0) + \beta \theta(t),$$

(6)

where $V_c(t)$ denotes the volume of a daughter cell immediately after cell division and $\beta$ measures the increase in cell volume per unit increase in development (i.e.,
Figure 2: Steady state distributions of cell size in trials 1–3 before perturbations were applied. The corresponding dilution rate was \( \delta = 0.48 \text{ day}^{-1} \) in trial 1 (a, b), \( \delta = 0.82 \text{ day}^{-1} \) in trial 2 (c, d), and \( \delta = 1.09 \text{ day}^{-1} \) in trial 3 (e, f). Panels on the left show the average size distributions over a 5-day sampling interval. Panels on the right show the temporal dynamics of the size distributions within this interval. The colors code the relative frequencies from low (blue) to high (red) values. In each trial, the nitrogen concentration of the supply medium was \( N_0 = 80 \mu\text{mol} \cdot \text{L}^{-1} \).

This minimal cell size \( V_0(t) \), however, is not constant but depends on the volume and thus the phase \( \theta_{\text{div}} \) of the mother cell during division,

\[
V_0(t, i) = \alpha(\theta_{\text{div}} - \theta_{\text{div min}}) + V_{0 \text{ min}}.
\]

Here \( V_{0 \text{ min}} \) is the minimal possible cell volume and \( \theta_{\text{div min}} = \theta_{\text{div min}} + \Delta \theta \) the minimal possible phase of division, both of which are attained in the limit of zero nitrogen concentration \( N(t) = 0 \).

To fit parameters, we used the differential evolution algorithm of Storn and Price (1997; table B1). We optimized parameters to estimate a combination of \( K_{\infty}, \omega, \chi, \)
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Figure 3: Steady state values of the mean cell volume $V_C$ (a), the cell number $P$ (b), and the biovolume $V_B$ (c) in relation to the dilution rate $\delta$. Squares refer to the first series of experiments (trials 1 and 2), and circles refer to the second series of experiments (trials 3–5). Values before perturbation are represented by open symbols and values after the perturbation by filled symbols. In panel a, the gray diamonds give the average value of the mean cell volumes and error bars display the simple standard deviation. Dotted lines represent the predicted values obtained from model simulations. The average values of the mean cell volumes were calculated over 15 sampling points at steady state. Values of the dilution rates corresponded to these time intervals.

Results

Steady State Conditions

The populations showed characteristic size distributions depending on the chemostat dilution rate at steady state, with broader size distributions at higher dilution rates (fig. 2). Compared to a moderate dilution rate ($\delta = 0.48$ day$^{-1}$), a higher dilution rate resulted in higher amounts of nitrogen available for the phytoplankton cells, because more nitrogen entered the vessel per unit of time and more cells were washed out of it. As a result, the cells were able to progress faster through the G1 phase and accumulated less nitrogen in it. This is shown by the size spectra (fig. 2b, 2d, 2f): the frequencies of smaller cells, that is, cells in an early developmental stage, decreased with increasing dilution rates.

The algal cells grew larger at higher dilution rates (fig. 3a). While the average value of the mean cell volumes $V_C$ at an average dilution rate of $\delta = 0.2$ day$^{-1}$ and $\delta = 0.50$ day$^{-1}$ were approximately the same ($V_C = 11.14 \pm 0.76$ $\mu$m$^3$, mean $\pm$ SD, and $V_C = 10.14 \pm 0.63$ $\mu$m$^3$, respectively), it clearly increased at $\delta = 0.81$ day$^{-1}$ ($V_C = 13.31 \pm 2.19$ $\mu$m$^3$) and $\delta = 1.09$ day$^{-1}$ ($V_C = 21.53 \pm 2.14$ $\mu$m$^3$). Especially at the highest $\delta$, $V_C$ differed notably from cells at lower $\delta$ (being nearly twice as high).

The steady state cell number $P^*$ (fig. 3b) and steady state biovolume $V_B^*$ (fig. 3c) showed a negative relationship with $\delta$. Doubling the nitrogen supply concentration $N_i^*$ caused an approximate doubling of $P^*$ and $V_B^*$ (trials 1 and 2, filled squares).

2, with doubling $N_i^*$, and circles refer to the second series of experiments (trials 3–5, with changing $\delta$). Values before perturbation are represented by open symbols and values after the perturbation by filled symbols. In panel a, the gray diamonds give the average value of the mean cell volumes and error bars display the simple standard deviation. Dotted lines represent the predicted values obtained from model simulations. The average values of the mean cell volumes were calculated over 15 sampling points at steady state. Values of the dilution rates corresponded to these time intervals.
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Table 1: Nitrogen concentration of the supply medium $N$, dilution rate $\delta$, and steady state values of cell number $P$, biovolume $V_b$, and mean cell volume $V_c$ in the two series of chemostat experiments

<table>
<thead>
<tr>
<th>Trial</th>
<th>Before</th>
<th>After</th>
<th>Overall</th>
<th>Before</th>
<th>After</th>
<th>Before</th>
<th>After</th>
<th>Before</th>
<th>After</th>
<th>Before</th>
<th>After</th>
<th>T ± SD (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80</td>
<td>160</td>
<td>.48</td>
<td>.49</td>
<td>.47</td>
<td>4.93</td>
<td>10.09</td>
<td>5.28</td>
<td>10.44</td>
<td>10.7 ± .3</td>
<td>10.3 ± .1</td>
<td>2.67 ± .18</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>160</td>
<td>.82</td>
<td>.81</td>
<td>.84</td>
<td>3.24</td>
<td>5.25</td>
<td>4.54</td>
<td>8.05</td>
<td>14.0 ± .6</td>
<td>15.3 ± .4</td>
<td>1.81 ± .09</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>80</td>
<td>...</td>
<td>.21</td>
<td>.51</td>
<td>5.49</td>
<td>4.37</td>
<td>5.50</td>
<td>4.63</td>
<td>10.0 ± .5</td>
<td>10.6 ± .4</td>
<td>2.37 ± .18</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>80</td>
<td>...</td>
<td>.50</td>
<td>.79</td>
<td>4.90</td>
<td>3.70</td>
<td>4.41</td>
<td>4.29</td>
<td>9.0 ± .3</td>
<td>11.6 ± .3</td>
<td>1.52 ± .25</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>80</td>
<td>...</td>
<td>.82</td>
<td>.51</td>
<td>2.51</td>
<td>4.36</td>
<td>3.77</td>
<td>4.44</td>
<td>15.0 ± .4</td>
<td>10.2 ± .4</td>
<td>...</td>
</tr>
</tbody>
</table>

Note: The period length $T$ refers to the oscillations occurring after the chemostat system was perturbated. The overall dilution rate gives the average dilution rate over the total time of an experiment. In the first series of experiments (trials 1 and 2), $N$ was doubled from 80 to 160 $\mu$mol · L$^{-1}$, while $\delta$ remained constant. In the second series (trials 3–5), $\delta$ was altered, while $N$ remained constant. The terms "before" and "after" refer to the phases before and after perturbation at $t = 30.8$ days.

Changing the Resource Supply Concentration

In experimental trials 1 and 2, $N$ was doubled from 80 to 160 $\mu$mol · L$^{-1}$ at $t = 30.80$ days, whereas $\delta$ remained constant. This induced transient dynamics displayed by the average population measures (fig. 4a, 4b) and the population structure (fig. 4c, 4d). In both trials, the populations responded with more pronounced oscillations of $P$, $V_b$, $V_c$, and the size spectra. Damped, small-amplitude oscillations occurred in trial 1 ($\delta = 0.48$ day$^{-1}$, period length $T = 2.67 ± 0.18$ days, mean ± SD) and trial 2 ($\delta = 0.82$ day$^{-1}$, $T = 1.81 ± 0.09$ days). In both trials, directly after the perturbation, $V_c$ increased by 33% within 0.87 days and by 94% within 1.20 days, respectively. In trial 1, $P$ remained at steady state level for 1.20 days before it started to increase. In trial 2, $P$ first decreased by 47% before it also increased after 1.20 days. $V_c$ evolved in time according to the product of $P$ and $V_b$. For instance, after the perturbation, $V_b$ in trial 2 remained around the steady state level for 1.20 days because the increase in $V_c$ compensated for the decrease in $P$.

At the lower dilution rate, oscillations of $P$, $V_b$, and $V_c$ were slower and the amplitude was higher (fig. 4a and 4c vs. 4b and 4d). The bands in the size spectra showed how the periods of the oscillations are linked to the generation time: a cohort repeatedly consisted of small daughter cells that became large mother cells that divided again into small daughter cells and so on. The increase in cell number was again higher because more cells entered mitosis at the same time compared to less synchronized conditions. This led to more pronounced ups and downs in the transient population dynamics and to longer cycles. After the transient phase, $P$ and $V_b$ approximately doubled due to the doubling of $N$, while $V_c$ converged to the value it maintained before the change or came at least close to it (figs. 3, 4a, 4b; table 1). The size spectrum resumed the characteristic dilution-rate-related shape it had prior to the change (fig. 4c, 4d; cf. fig. 2).

The simulation results of the mathematical model are in good agreement with the experimental results, which is illustrated by figure 5 for trial 2. The relative change in the cell number caused by the nutrient doubling is nearly 100%, $\Delta P_{\text{init}}/P_{\text{init}} \approx 1$, meaning that the cell number also doubles (fig. 6a, gray line and open squares). The first maximal deviation $P_{\text{max}}/P_{\text{init}}$ (fig. 6a, black line and filled squares) equals zero or is negative, because the nutrient doubling leads initially to a drop in the cell number. The absolute value of the first maximal deviation increases with dilution, while $\delta < 0.8$ day$^{-1}$. However, the model predicts that it should vanish again at large dilution rates when $N^*$ is high so that $\theta_i$ in equilibrium approaches the maximal value $\theta_{\text{max}}$. Reactivity exhibited a similar pattern (see fig. 6b, black line and filled circles). The return rate to equilibrium (fig. 6b, gray line and open circles) increased with turnover rate while $\delta < 0.8$ day$^{-1}$ and then decreased by approximately 20% at extremely high dilution rates.

Changing the Turnover Rate

In trials 3–5, $\delta$ was changed, whereas $N$ was kept constant. At $t = 34.00$ days, $\delta$ was increased from 0.21 to 0.51 day$^{-1}$ in trial 3 and from 0.50 to 0.79 day$^{-1}$ in trial 4, or reduced from 0.82 to 0.51 day$^{-1}$ in trial 5 (table 1). In analogy to the first series of experiments, changing $\delta$ resulted in transient dynamics of average population measures (fig. 7) and...
population structure (fig. 8). After a more than twofold increase of \( \delta \) in trial 3, distinct transient oscillations occurred, whereas the moderate increase of \( \delta \) in trial 4 resulted in minor oscillations. No oscillations were detected in trial 5.

In trial 3, \( \delta \) was changed from a comparably low value (\( \delta = 0.21 \text{ day}^{-1} \)) to a moderate value (\( \delta = 0.51 \text{ day}^{-1} \)). This resulted in damped oscillations of \( P, V_a \), and \( V_C \) (fig. 7a; \( T = 2.37 \pm 0.18 \text{ days} \)). While \( P \) and \( V_a \) converged downward to the new steady state level (from \( 5.49 \cdot 10^6 \) to \( 4.37 \cdot 10^6 \) cells \( \cdot \text{mL}^{-1} \) and from \( 5.50 \cdot 10^7 \) to \( 4.63 \cdot 10^7 \mu \text{m}^3 \cdot \text{mL}^{-1} \), respectively), \( V_C \) oscillated around approximately the same value it was at before \( \delta \) was changed (\( \approx 10.5 \mu \text{m}^3 \)). The size spectrum oscillated clearly, showing repeating distinct bands from smaller- to larger-sized cells (fig. 8a). Finally, the size spectrum slowly converged to the shape that is characteristic for a dilution rate of about \( \delta = 0.5 \text{ day}^{-1} \) (cf. fig. 2a).

In trial 4, \( \delta \) was changed from a moderate value (\( \delta = 0.50 \text{ day}^{-1} \)) to a comparatively high value (\( \delta = 0.79 \text{ day}^{-1} \)). Although \( \delta \) was increased, the average population measures showed nearly no oscillations (\( P, V_C \)) or only minor oscillations (\( V_B \); fig. 7b; \( T = 1.52 \pm 0.25 \text{ days} \)). Variables \( P \) and \( V_a \) converged downward to the new steady state level (from \( 4.90 \cdot 10^6 \) to \( 3.70 \cdot 10^6 \) cells \( \cdot \text{mL}^{-1} \) and from \( 4.41 \cdot 10^7 \) to \( 4.29 \cdot 10^7 \mu \text{m}^3 \cdot \text{mL}^{-1} \), respectively), while \( V_C \) increased from \( 9.0 \pm 0.3 \) to \( 11.6 \pm 0.3 \mu \text{m}^3 \). The size spectrum showed only minor oscillations and finally converged to the shape that is characteristic for a dilution rate of about \( \delta = 0.8 \text{ day}^{-1} \) (fig. 8b).

Trial 5 represents the opposite of trial 4: \( \delta \) was changed from a comparably high value (\( \delta = 0.82 \text{ day}^{-1} \)) to a mod-

Figure 5: Qualitative agreement between experimental results of trial 2 and model simulations. a, The cell number of trial 2 (circles; cf. fig. 4b) was well reproduced by simulation of the structured-population model allowing for nitrogen-dependent cell-size variability (red line). b, Simulation results also confirmed the dynamic behavior of the size spectrum and the mean cell volume (white line) in trial 2 (cf. fig. 4d).
erate value ($\delta = 0.51 \text{ day}^{-1}$). The average population measures (fig. 7c) as well as the size spectrum (fig. 8c) indicated that oscillations were not strongly evident. The oscillations occurring after $t = 40.6$ days are due to a malfunction of the pump that perturbed the population structure. Until that point in time, $P$, $V_B$, and $V_C$ smoothly transitioned to values characteristic for a dilution rate of about $\delta = 0.5 \text{ day}^{-1}$ (from $2.51 \cdot 10^5$ to $4.36 \cdot 10^6 \text{ cells \cdot mL}^{-1}$, from $3.77 \cdot 10^7$ to $4.44 \cdot 10^7 \text{ \mu m}^3 \cdot \text{mL}^{-1}$, and from $15.0 \pm 0.3$ to $10.2 \pm 0.4 \text{ \mu m}^3$, respectively; fig. 6b).

**Discussion**

Population dynamics are determined by numerous biotic and abiotic factors that differently impact the developmental stages of individuals within a population. Growth and death rates originating from the interaction between organisms and their environment are unequally distributed over an organism’s life cycle. Hence, the environment defines the steady state shape of a population’s stage distribution. In a constant environment and in the absence of processes that lead to stable limit cycles or chaotic attractors, populations will adjust to the prevailing conditions and finally show a characteristic stage distribution, as was found in our experiments (fig. 2).

**Steady State and Cell Size**

Resource shortage is one of the most important factors influencing organismal processes. In our case, nitrogen was the essential resource limiting the maturation velocity at which the *Chlorella* cells progressed through the first stage (G1 phase) of their life cycle. This led to the hypothesis that the number of cells inside and outside of the G1 phase could be predicted from the availability of nitrogen. Based on the simplistic but reasonable assumption that developmental progression is correlated with cell size (early developmental stages are represented by small cell sizes and vice versa; cf. Massie et al. [2010]), our empirical results accurately matched this prediction. The frequency distribution of cell volumes was consistently closely related to the chemostat’s dilution rate $\delta$ at steady state (e.g., figs. 2, 4, 8). While low and moderate values of $\delta$ resulted in the dominance of small cells ($\delta = 0.49 \text{ day}^{-1}$ in fig. 2a, 2b and $\delta = 0.82 \text{ day}^{-1}$ in fig. 2c, 2d), distinctly fewer cells accumulated in this size interval at a high value of $\delta$ ($\delta = 1.09 \text{ day}^{-1}$ in fig. 2e, 2f). That is, cells progressed more slowly through their life cycle at low $\delta$ because the low ambient nitrogen concentration hampered transition from the G1 phase to the S phase. The resulting formation of a cohort (principally consisting of small daughter cells) and the cohort’s size are directly related to the degree of synchrony (Massie et al. 2010). As well as being correlated with developmental progression, the cell size also varied with the availability of nitrogen determined by $\delta$. The mean cell volume at steady state clearly increased with increasing $\delta$ (fig. 3a), supporting the model assumption that cells increase in size when taking up surplus nitrogen.

**Response to Perturbations**

Constant environmental conditions are rare in natural systems and are always a matter of scale. Thus, most natural populations experience an environment that is characterized by fluctuations and transitions. Here we experimentally imposed press perturbations of environmental conditions by altering the nitrogen supply concentration, $N_i$, and $\delta$, that is, the parameters reflecting the fundamental growth conditions of natural populations (resource supply and mortality). In four of the five trials, oscillations in cell number $P$, biovolume $V_B$, mean cell volume $V_C$, and size spectra characterized the transient behavior. Independent of which parameter was altered, the oscillations showed larger amplitudes and longer periods the lower $\delta$ was before the conditions changed. This originates from the
steady state results described above. The frequency distributions of the size spectra revealed that in trial 1 ($\delta = 0.48$ day$^{-1}$; fig. 4a, 4c), more cells accumulated in the small size range than in trial 2 ($\delta = 0.82$ day$^{-1}$; fig. 4b, 4d) and strong oscillations resulted from a large cohort within the population. The high degree of synchrony arose from the strong limitation due to low $\delta$. Thus, the oscillations in trial 1 were significantly stronger than in trial 2, since the traveling cohort in trial 1 proportionally consisted of more cells.

The dependence of the population-dynamical response on the original environmental conditions becomes even clearer when comparing trials 3 and 5 in the second series of experiments. Although experiencing almost identical environmental conditions ($\delta \approx 0.5$ day$^{-1}$), the oscillations were stronger when coming from $\delta = 0.21$ day$^{-1}$ (figs. 7a, 8a) than when coming from $\delta = 0.82$ day$^{-1}$ (figs. 7c, 8c). This is again explicable by the stronger preperturbation resource limitation and thus greater synchronization at lower $\delta$. In addition, although the dilution rate in trial 3 was increased by the same absolute value as in trial 4 ($\Delta \delta \approx 0.30$ day$^{-1}$), the oscillations were distinctly stronger in trial 3, since $\delta$ was initially lower.

**Resource-Dependent Cell-Size Variability**

In addition to the transient oscillations arising from demographic processes, we observed the counterintuitive be-
The behavior of $P$ when $N_i$ was doubled. Populations are supposed to grow when resource concentrations ameliorate. This was true for $V_B$, which immediately increased toward the new steady state value defined by $N_i$ (determining the carrying capacity), in accordance with simple, nonstructured models. Surprisingly, however, after doubling $N_i$ in trial 2, $P$ decreased considerably to about 50% of the previous steady state value (fig. 4b) and increased again after 1.2 days. In contrast, the mean cell volume escalated to twice its value prior to the change in $N_i$. This supports our hypothesis that $V_C$ increases when surplus nitrogen is available. As $N_i$ was doubled, more nitrogen entered the system and the cells were able to take up the surplus nitrogen. Thus, the majority of the cells grew in size but did not proliferate immediately. That is, the time necessary to complete one cell cycle was prolonged compared to the previous steady state conditions, causing a decline in $P$ due to the washout by $\delta$. This effect was less pronounced in trial 1, since $\delta$ was lower and comparably fewer nutrients per unit time entered the chemostat. As a result, $P$ merely increased in size by about 30% and the cell cycle was not substantially prolonged.

An alternative explanation for the cells growing larger might be the formation of more rather than larger daughter cells. However, we reject this, because if more daughter cells had been formed, the cell size of the daughter cells should have been at a fixed starting value. That is, the bands of the size spectra should have always started at a

Figure 8: Size distribution and mean cell volume (white circles) of chemostat trials 3–5. Dilution rates and the nitrogen concentration of the supply medium are as in figure 7.
minimum cell volume $V_o$ of approximately 3 $\mu$m$^3$. However, this was not consistent with our observations. In fact, the cell volume of the first generation of daughter cells occurring directly after $N_i$ was doubled ($V_i \approx 6$ $\mu$m$^3$; fig. 4a). The whole band was clearly shifted toward higher cell volumes. This shift lasted for another generation before $V_c$ converged to the original value of 3 $\mu$m$^3$, indicating that the released daughter cells had again started at a volume of $V_o = 3$ $\mu$m$^3$ due to the increase in $P$.

In addition to the different experimental findings complementing one another, the reliability of the hypothesized mechanism is strongly supported by the results of our simulation model. By adding nitrogen-dependent cell-size variability to the model by Massie et al. (2010), we were able to imitate the two distinct dynamical features in the time series of trial 2: the temporary decrease of $P$ (fig. 5a) and the increasing size of the daughter cells (fig. 5b) directly after the doubling of $N_i$. We also ran simulations with an alternative model that accounted for division into more rather than larger daughter cells. The population dynamics were qualitatively the same, but we rejected this mechanism since it failed to explain the occurrence of larger daughter cells as observed in our experiments. That is, we explicitly accounted for two reasonable mechanisms leading to a lagged growth response instead of just implementing a time lag into the functional response equation. Models solely describing overall measures of population dynamics would not adequately reflect the processes leading to the dynamics we observed and would also fail to explain the discrepancy in the behavior of $P$, $V_o$, and $V_c$ after $N_i$ was doubled.

**Implications for Natural Populations**

In ecological studies, microcosm experiments play an important role in examining fundamental aspects of population dynamics and stability (Jessup et al. 2004). Chemostat cultures are generally regarded as idealizations of natural populations. Chemostats are characterized as open systems and allow for the investigation of continuous processes as found in nature: resource inputs and outputs are analogous to the continuous turnover of nutrients/resources; and washout by dilution is analogous to a mortality being independent of developmental stages and population density (Novick and Szilard 1950; Smith and Waltman 1995). By altering $N_i$ and $\delta$, we applied press perturbations that correspond to resource enrichment or eutrophication and changes in turnover and mortality. Resource enrichment is a process causing problems in various ecological systems. It is mostly caused by anthropogenic land use and therefore impacts populations and habitats on a global scale (Smith et al. 1999; Millennium Ecosystem Assessment 2005). Changes in the chemostats’ dilution rate can be directly interpreted as changes in the turnover rate in a lake ecosystem due to an altered runoff. This corresponds well to the changes in the dilution rate: if more water enters a lake, the turnover rate is increased and vice versa. Moreover, runoff generally involves the load with nutrients, which again affects the system’s resource availability. However, one can also regard changes in the dilution rate more generally as changes in mortality (Smith and Waltman 1995). Fishing, for instance, can be discussed in terms of a density-independent mortality rate: individuals are removed from a population regardless of the stock size. Hence, fishing has a direct effect as it alters the population structure and an indirect effect as it increases the per capita resource availability. It was shown that fishing altered the population structure of fish stocks, mainly by truncating the size and age distributions (Hutchings and Reynolds 2004; Longhurst 2006), thereby increasing the population-dynamical variability (Hsieh et al. 2006; Anderson et al. 2008). In principle, this agrees with the dynamical behavior of our experimental *Chlorella* populations: altering the population structure led to changes in the specific cohort properties, thus generating fluctuations that increased variability. Due to the general approach of chemostat experiments, the results obtained from our microcosms are of relevance for most natural populations, regardless of the kind of habitat they occupy.

Transient dynamics become even more complex when mechanisms other than those related to the shape of the stage distribution come into play. In our study, the *Chlorella* population stopped growing when the environmental conditions ameliorated (i.e., with the doubling of $N_i$). Thus, surplus amounts rather than a shortage of resources had a temporarily negative effect on the density of the population. The use of surplus resources may result in diverse life-history strategies showing strong variation in size and age at maturity as well as in size and number of offspring. For example, an organism might reproduce faster at a younger age and smaller size. Or, as is the case for *Chlorella vulgaris* in our study, it may increase in size, reproduce later, and produce larger offspring. Under the conditions given in our chemostat experiments, we assume that *C. vulgaris* increases its individual size with increasing nitrogen levels until the daughter cells reach a specific maximum size ($\approx 6$ $\mu$m$^3$). Only when the nitrogen availability further increases do the mother cells (still increasing in size) produce more than four daughter cells (or possibly build colonies). Figure B2 in appendix B (figs. A1–A5 and B1, B2 available online) provides a schematic description of this life-history strategy.

This response mechanism is beneficial at higher resource input. In this case, the offspring is larger in size and has a better constitution when released from the mother cells. But this mechanism is also reasonable when the population
experiences losses due to predation. In this case, the per capita resource availability increases and the cells are able to grow larger. A larger body size may reduce predation, especially when exceeding a critical size too large for gape-limited predators. In both cases, the growth of *C. vulgaris* cells is triggered by resource availability. We assume that using a single mechanism in both situations may have evolved due to the fact that *C. vulgaris* has no sensory systems to detect predators. In either case, growing larger seems to be a reasonable way to increase individual fitness (e.g., Werner and Gilliam 1984; Clutton-Brock 1988; Sogard 1997; Berube et al. 1999; Gaillard et al. 2000; Beauplet and Guinet 2007).

Many organisms follow the larger and size-delayed reproduction strategy when experiencing surplus resources or predation. In this respect, the trigger to increase in size can be direct as an avoidance strategy against size-selective predators (Crowl and Covich 1990; Abrams and Rowe 1996). However, it can also be indirect as the result of ameliorated resource availability when a predator is present (Skelly and Werner 1990; Werner 1991; Abrams and Rowe 1996).

In this study, we explored the dynamic responses of structured populations to press perturbations. Moreover, pulse perturbations can also impact the population structure and therefore the dynamics, depending on the amplitude and frequency by which the perturbations occur. Rare or single pulses may result in similar transient dynamics as caused by press perturbations. However, a single-pulse perturbation will allow a population to return to the preperturbation state. When pulses occur more frequently, the response behavior might range from simple, linear changes of the population density to rather complex dynamics, such as cyclic and chaotic behaviors (Nisbet and Gurney 1976; Holt 2008).

Our results show that predicting transient responses of population dynamics to press perturbations even for seemingly simple single-celled organisms can require explicit modeling of stage structure. Our chemostat populations responded highly sensitively; even minor perturbations caused changes in the population structure that altered population dynamics. Whether this holds for the dynamics of natural populations will crucially depend on other density-dependent processes, for example, how the population is embedded in an interaction web.
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Detail of an experimental chemostat vessel with magnified (×1,000) cells of the cultured model organism, the green alga Chlorella vulgaris. Variable sizes reflect different developmental stages, from small daughter cells to rather large mother cells. Glass tubes above the water level are used for sampling, to supply fresh medium and sterile air, and for adjusting the experimental volume. Photograph by Thomas M. Massie.